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ABSTRACT 

 
Dermoscopy is a non-invasive dermatology imaging and widely used in dermatology clinic. In order to screen and detect 

melanoma automatically, skin lesion segmentation in dermoscopy images is of great significance. In this paper, we 

propose an adaptive scale network (ASNet) for skin lesion segmentation in dermoscopy images. A ResNet34 with pre-

trained weights is applied as the encoder to extract more representative features. A novel adaptive scale module is designed 

and inserted into the top of the encoder path to dynamically fuse multi-scale information, which can self-learn based on 

spatial attention mechanism. Our proposed method is 5-fold cross-validated on a public dataset from Challenge Lesion 

Boundary Segmentation in ISIC-2018, which includes 2594 images from different types of skin lesion with different 

resolutions. The Jaccard coefficient, Dice coefficient and Accuracy are 82.150.328%, 88.880.390% and 96.000.228%, 

respectively. Experimental results show the effectiveness of the proposed ASNet. 
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1. INTRODUCTION 

 
Nowadays, the percentage of both melanoma and non-melanoma skin cancers is increasing worldwide. Dermoscopy is a 

non-invasive dermatology imaging method which can greatly help the specialists to inspect the pigmented skin lesions 

and diagnose malignant melanoma at the early stage. So the automated segmentation of skin lesion in dermoscopy images 

is a very important task. 

Recently, many methods based on convolutional neural networks (CNN) have been proposed for skin lesion segmentation. 

Sarker et al. 1 proposed a joint loss to perform the skin lesion segmentation. MultiResUNet2 introduced multiple residual 

connection into the skip-connection of U-Net3. However, there are still many challenges due to the inhomogeneity of 

dermoscopy images, the influence of dense hair, and the blurred boundaries of lesions. Many multi-scale CNNs have been 

proposed to capture the multi-scale information.  But they all ignore an important fact that CNNs should be similar to 

human visual system, which means that the receptive fields of the network should be dynamically adjusted with the change 

of target size and should not be integrated in a fixed way. In this paper, we design an adaptive scale network (refereed as 

ASNet) to solve above problems. 

 

 

2. METHODS 
 

In this section, the proposed method will be described in five parts: overall structure of the proposed ASNet, the adaptive 

scale module, the scale-aware module, loss function and implementation details. 
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                         (a)                                            (b) 
Fig.1. Example of dermoscopy image and skin lesion. (a)  Original dermoscopy image. (b)The corresponding ground truth of skin 

lesion (areas enclosed by the green line). 

 

2.1 Overall structure of the proposed ASNet 
 

Fig.2 demonstrates our proposed ASNet, which is an encoder-decoder structure based CNN. To capture more 

representative features, the ResNet344 with pre-trained weights is employed as the encoder to capture high-level semantic 

information gradually by residual blocks. A simple down-top decoder is designed to recover the spatial information from 

the coarse information stage by stage. Meanwhile, multiple skip-connections between decoder and encoder are utilized to 

make up for the fine information loss caused by downsampling. Note that a novel adaptive scale module (ASM) is 

proposed and inserted at the top of encoder to dynamically capture multi-scale context. 

 

 
 

Fig.2. The illustrations of overall structure of the ASNet. The original image is fed into the encoder composed of pre-trained Resnet34 

to obtain the high-level features, and then the multi-scale information is captured and dynamically merged by the proposed adaptive 

scale module (ASM). Next, the features are recovered by the decoder which consists of 3×3 convolution, bilinear interpolation up-

sampling, and 1×1 convolution. Finally, the predicted score map is obtained. 
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2.2 The adaptive scale module 

 
As shown in Fig.2, we propose the ASM module, which consists of three parallel dilated convolutions5 with different 

dilation rates of 1, 2 and 4, to capture different scale information. Note that these different dilated convolutions have 

shared weights, which can reduce the number of model parameters and the risk of overfitting, and keep the transformation 

be consistent and the differences between these three branches only lie in the receptive fields. We employ two cascaded 

scale-aware modules (which will be introduced below) to get the final fusion feature of three branches. Then a residual 

connection with learnable parameter β is employed to obtain the output of the whole module. 

 

2.3 The scale-aware module 

 
We design a scale-aware module (SAM) to fuse different scale feature. As shown in Fig.3, a spatial attention mechanism 

is introduced to dynamically select the appropriate scale features and fuse them by self-learning. Specifically, two different 

scale features AM  and BM
 

 pass through a series of convolutions and obtain two feature maps A, BRH×W . Then 

pixel-wise attention maps Aa , Ba
 

are generated by softmax operator on the spatial-wise values: 

 

 

 
                                                                                    (1) 

 

 

Finally, two weighted features are added together as the fusion feature map: 

 

                                   fusion A A B BM a M a M= +
                                  

(2) 

 

Where the element-wise product operations (⊙) are performed between the attention maps and two scale features. We 

employ two cascaded scale-aware modules to get the final fusion feature of three branches.  

 

 

 
 

Fig.3. The illustrations of scale-aware module. Different weight maps are weighted to the features of different receptive fields through 

the spatial attention mechanism. 
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2.4 Loss function 

 
A main challenge in medical image segmentation is class distribution imbalance. In order to optimize our model further, 

we employ a joint loss consisting of Dice loss and cross-entropy loss to perform this segmentation task, which is described 

as: 

 
                                                                                     (3) 

 

 

Where Pi and Pi΄ represent the flatten predicted probabilities and the flatten ground truths of ith image respectively, and N 

indicates the batch size. 

 

2.5 Implementation details 
 
We use the ‘poly’ learning rate policy. The basic learning rate is set to 0.01 , and the power is set to 0.9. Besides, stochastic 

gradient descent (SGD)6 is adopted to optimize our model, in which momentum and weight decay are set to 0.9 and 0.0001 

respectively. The batch size is set to 12. To better verify the performance of our network, we performed 5-fold cross 

validation both in ablation experiments and contrast experiments. To improve the computational efficiency of the model, 

we resized the image to 256×192 while maintaining the average aspect ratio. Online randomly left-right flipping was 

applied for data augmentation. 
 
 

3. RESULTS 

 

3.1 Dataset 

 
The demoscopy image dataset was acquired from a public challenge: Lesion Boundary Segmentation in ISIC-20182. The 

data for this challenge were extracted from the ISIC-20177 dataset and the HAM10000 dataset 8, which were collected 

from different leading clinical centers internationally and acquired from different types of devices. The dataset includes 

2594 images containing different types of skin lesions with different resolutions. 

 

3.2 Evaluation metrics 

To objectively evaluate the performance of the proposed method, three official evaluation metrics, including Jaccard index 

(Jac)9, Dice coefficient (Dice)10 and Accuracy (Acc), are adopted. In Table 1, TP, FP, TN and FN represent true positive, 

false positive, true negative and false negative, respectively. 

 

Table 1 

Evaluation metrics adopted in skin lesion segmentation experiments 

 

Jac TP/(TP+FP+FN) 

Dice 2TP/(2TP + FP + FN) 

Acc (TP + TN)/(TP + FP + TN + FN) 

 

 

3.2 Results 

 
In order to verify the effectiveness of ASM module, we conduct a series of ablation experiments, which is shown in Table 

2. The basic U-shape model with the pre-trained ResNet34 backbone is taken as the Baseline method. We first insert an 

ASM module without dilation convolution (ASM_w/o_Dl) into the Baseline and the Jaccard index decreases by 0.59% 

than the complete ASM, which implies that the capture of multi-scale context information is necessary. Second, we insert 
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an ASM without Scale-Aware module (ASM_w/o_SA) into Baseline, which also causes a performance reduction of 0.36% 

compared to the complete ASM and indicates that the dynamical selection of multi-scale contextual information is more 

conducive to image segmentation. Besides, to verify that the performance improvement of the proposed model is not 

caused by increasing the model complexity, we design a network with similar complexity to our model by adding multiple 

residual blocks in decoder, which is called Baseline-Wide11 in Table 2. The results show that the proposed network, which 

adopts a novel adaptive scale module, can dynamically fuse multi-scale information through self-learning based on spatial 

attention mechanism. 

To prove the superiority of the proposed network, we compare the segmentation results with that of U-Net and MultiResU-

Net (an existing method evaluated on the same dataset), which are also shown in Table 2. As can be seen from Table 2, 

the proposed ASNet is 3.45% and 1.85% better than U-Net and MultiResU-Net in Jaccard index, respectively, which 

indicates that our ASNet can dynamically capture multi-scale context and achieve good performance. Fig.4 shows the 

visualization results of different models. As can be seen from Fig. 4, the proposed ASNet can predict more true positives 

and less false positives, which thanks to the network's ability of dynamical selection of receptive fields according to 

different target sizes. 

 

Table 2 

The results of comparison experiments and ablation studies on skin lesion segmentation task (mean ± standard 

deviation) 
 

Methods Jaccard(%) Dice(%) Accuracy(%) 

U-Net 3 78.70±0.317 86.58±0.376 95.06±0.251 

MultiResU-Net 2 80.30±0.372 \ \ 

Baseline 81.12±0.551 87.90±0.561 95.69±0.617 

Baseline _ASM_w/o_Dl 81.56±0.353 88.25±0.433 95.80±0.305 

Baseline _ASM_w/o_SA 81.79±0.425 88.46±0.532 95.92±0.359 

Baseline_Wide 81.73±0.376 88.41±0.438 95.90±0.342 

ASNet 82.15±0.328 88.88±0.390 96.00±0.228 

 

 
Original Image       GT           ASNet          Baseline         U-Net 

 

 

 
 

Fig.4. The visual examples of skin lesion segmentation. The areas outlined by green and red lines represents the ground truth and the 

prediction results, respectively. From the left to right: original image, ground truth (GT), the proposed ASNet, Baseline, U-Net. 
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4. CONCLUSIONS 

 
In this paper, we propose an adaptive scale network (ASNet) for skin lesion segmentation in dermoscopy images. A novel 

adaptive scale module is designed and inserted into the top of the encoder path to dynamically fuse multi-scale information, 

which can self-learn based on spatial attention mechanism. Binary cross-entropy loss and Dice coefficient loss are 

effectively combined to constraint the model. We do comparison and ablation experiments to prove the superiority of the 

proposed network. As a result, our method achieves the best performances in Jaccard, Dice and Accuracy. The 

experimental results demonstrate the effectiveness and practicability of the method, which may help the specialists to 

inspect the pigmented skin lesions. 
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